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Abstract

This note gives a numerical investigation for the popular high resolution conservative schemes when applied to inviscid,
compressible, perfect gas flows with an initial high density ratio as well as a high pressure ratio. The results show that they
work very inefficiently and may give inaccurate numerical results even over a very fine mesh when applied to such a prob-
lem. Numerical tests show that increasing the order of accuracy of the numerical schemes does not help much in improving
the numerical results. How to cure this difficulty is still open.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

The popular high resolution conservative schemes such as the total variation diminishing (TVD) schemes,
the essentially non-oscillatory (ENO) schemes or the weighted essentially non-oscillatory (WENO) schemes
can usually achieve higher-order accuracy with sharp and essentially non-oscillatory shock transition. These
schemes have generally been shown their robustness and worked very successfully in solving hyperbolic con-
servation laws for single phase compressible gas flows. However, when these schemes are applied to Riemann
problems with initial large density and pressure ratios, it is found that they may fail to provide accurate
numerical results, especially the position of the shock front, even over a very fine mesh. Such high density
and pressure ratio problems are usually encountered in strong explosions and nuclear fusions. We have tested
various high resolution schemes such as Godunv scheme [1], Roe scheme [6] with a piecewise linear reconstruc-
tion, the HLL (Harten, Lax, and van Leer) approximate Riemann solver [8] with a piecewise linear reconstruc-
tion, WENO scheme [4], gas-kinetic scheme [11], the modified ghost fluid method (MGFM) [2], and the
Runge–Kutta discontinuous Galerkin (RKDG) method [3,10] as well as the space-time conservative method
[5], etc. All these schemes have similar defects when applied to such a problem.
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2. Numerical experiments

Consider one-dimensional Euler equations
F

oU
ot
þ oF

ox
¼ 0; ð1Þ
where the conservative variables U and the flux F(U) is defined by
U ¼ ½q; qu;E�T; F ¼ ½qu; qu2 þ p; uðE þ pÞ�T:

Here, u is the flow velocity, q is the flow density and p is the flow pressure; the flow total energy E is given as
E ¼ qeþ 1

2
qu2, where e denotes the internal energy per unit mass. We will limit our attention to the ideal gas

only, which is constituted with the perfect gas law given as p = (c � 1)qe. Here, c is the ratio of the specific
heats and taken as a constant with a value of 1.4 in the present computations.

Example 2.1. The first example to be considered is a Riemann problem of (1) subject to the following initial
data
ðq; u; pÞ ¼
ð1000; 0; 1000Þ if 0 6 x < 0:3;

ð1; 0; 1Þ if 0:3 < x 6 1:

�
ð2Þ
This is a problem with high density and high pressure ratios given initially. As a result, there is a very strong
rarefaction wave generated in the high pressure region once the diaphragm is removed. Figs. 1 and 2 show the
densities and velocities at t = 0.15 computed by using the first-order accurate Godunov scheme [1] and KFVS
(kinetic flux-vector splitting) scheme [11] with CFL number of 0.32, and 100 and 2500 uniform cells, respec-
tively. The exact solution is also shown for comparison and indicated with solid lines. The sonic point glitch [7]
may be observed in the Godunov solutions; the discontinuities are not well-resolved. Fig. 3 gives the compar-
ison between the exact and computed velocities at t = 0.15 by the high-resolution MUSCL (Monotone Up-
stream Schemes for Conservation Laws) type LLF (local Lax-Friedriches) scheme with the third-order
TVD Runge–Kutta time discretization over 500, 5000, 10,000, 14,000 mesh cells, respectively. We see that
the intermediate state of the velocity is incorrect when grid resolution is low, e.g. with 500 cells. The close-
up of the velocities given in Fig. 4 tells us further that the location of the computed shock front is still not
in accordance with the exact one, even though a very fine mesh has been used.

We also checked the performances of other high-resolution conservative schemes for the above problem,
which are a second-order accurate MUSCL type Roe scheme, a second-order accurate BGK scheme [11], and
a fifth-order accurate WENO scheme [4]. Figs. 5–7 show the close-up of the respective velocities calculated in
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ig. 1. Example 2.1: The results via the first-order Godunov method with CFL = 0.32. Left: the density; right: the velocity.
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Fig. 2. Example 2.1: The results via the first-order KFVS method with CFL = 0.32. Left: the density; right: the velocity.
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Fig. 3. Example 2.1: The velocity obtained by the MUSCL-LLF method with the minmod limiter and a third-order RK time
discretization with CFL = 0.8.
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the vicinity of the shock wave. We observe that the computed shock position is still inaccurate even though we
have use a higher-order accurate scheme as well as a very fine mesh. This shows that increasing the order of
accuracy of the scheme does not contribute much to improving the numerical results. It may be noted that
among the schemes investigated, the performance of the BGK scheme is much better than others probably due
to its special strategy of constructing the numerical flux. The numerical smearing at the contact discontinuity
may theoretically affect the accuracy of the results. To eliminate this influence, we re-computed the problem
using the MGFM-based MUSCL-HLL algorithm [2] with the exact solution to define the ghost fluid status
and pressure and velocity continuity imposed at the interface [9]. Fig. 8 shows the close-up of velocities
obtained by the MGFM algorithm in the vicinity of the shock front over 500, 1000 and 5000 mesh cells. The
results show that the performance of the MGFM algorithm is similar to the high resolution conservative
schemes. We have also investigated the behavior of the traditional Lagrange method applied to this problem.
Fig. 9 shows the close-up of the velocities obtained by the Lagrange method with the Neumann–Richtmyer



artificial viscosity, and 500, 2000, 5000, and 20,000 cells used, respectively. The same phenomenon is observed
too; when the number of the grid points is very large, the numerical shocks are found to lag behind the exact
one. The results of both the MGFM and Lagrange method strongly imply that the mentioned defect does not
attribute much to the numerical smearing at the contact discontinuity. Even for the popular DG method,
similar defect is observed as shown in Fig. 10, which is obtained using the 3rd TVD Runge–Kutta DG method
with the third-order spatial accuracy, where the CFL number is taken to be 0.18 and the TVB limiter is used.

Example 2.2.
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Fig. 6. Example 2.1: Close-up of the velocities calculated by the BGK method with the van Leer limiter with CFL = 0.9, and 500, 5000,
10,000, 20,000 cells, respectively.
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Fig. 7. Example 2.1: Close-up of the velocities calculated by the fifth-order WENO method with CFL = 0.9, and 500, 5000, 10,000, 20,000
cells, respectively.
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Fig. 11 gives the comparison between the exact and computed velocities at t = 0.12 by using the fifth-order
accurate WENO scheme with 2000, 20,000, and 200,000 cells, respectively. It is observed that the discrepancy
of the shock location between the computed and exact solution becomes even large. Such a phenomenon also
occurs to other high resolution schemes as well as the MGFM and RKDG methods. In all, with the further
increase of density and pressure ratios, the efficiency and accuracy of the above mentioned schemes become
even worse.

Example 2.3. The final example is also a shock tube problem subject to the initial data as
ðq; u; pÞ ¼
ð445; 0; 1000Þ if 0 6 x < 0:6;

ð500; 0; 1Þ if 0:6 < x 6 1:

�
ð4Þ
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Fig. 8. Example 2.1: Close-up of the velocities calculated by the MGFM method with CFL = 0.9, and 500, 1000 and 5000 cells,
respectively.
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Fig. 9. Example 2.1: Close-up of the velocities calculated by the Lagrange method with the Neumann–Richtmyer artificial viscosity with
CFL = 0.45, and 500, 2000, 5000, and 20,000 cells, respectively.
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This problem is also considered as high pressure problem, but the density ratio is low and the shock wave is
relatively much stronger. The computed and exact solutions at t = 0.3 are given in Fig. 12. The computed solu-
tion is obtained using the BGK scheme with 500 cells and the CFL number of 0.9. We see that the captured
shock wave is correct. In fact, we have found that the inefficient performance of the high resolution schemes
occurs only to those shock tube problems with a relative very strong rarefaction wave.
3. Discussion and conclusions

We have found that the popular high resolution conservative schemes worked very inefficiently for those
shock tube problems with initial high pressure and high density ratios. We found that increasing scheme accu-
racy did not improve the results much and the numerical smearing at the contact discontinuity did not attri-
bute much to this defect. To further understand the underlying reasons of causing this defect, we computed
Example 2.1 again via using the exact solution as the initial conditions. Fig. 13 presents the close-up of
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Fig. 10. Example 2.1: Close-up of the velocities calculated by the third-order RKDG method with CFL = 0.18 and 500, 1000, 5000 cells,
respectively.
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calculated velocities via using the exact solution of U(x, t0) = UR(x, t0) as the initial conditions at
t0 = 0.001, 0.005,0.006, 0.007, 0.01, respectively. Here, UR(x, t0) denotes the exact solution of Example 2.1 at
t = t0. The numerical solutions are calculated using the fifth-order accurate WENO method with
CFL = 0.9 and 800 cells used. From Fig. 13, one can easily observe that the computed shock location is
not correct if t0 is taken to be 0.001, while other numerical results are correct if t0 is taken beyond 0.001.
If we project the exact solution at t = t0 to the mesh used, we found that the rarefaction fan and the shock
front can be resolved with 800 cells only after t0 > 0.001. In fact, we have found that no matter how fine the
mesh is, there is always a critical tcr, which is closely related to the mesh size, such that the high resolution
schemes are unable to provide the correct shock location if the exact solution of t0 < tcr is used as the initial
conditions. That is to say, if the given t0 is taken to be less than tcr, it is found that the rarefaction fan and the
shock wave cannot be resolved by the mesh used. Thus, we can conclude that the found defect is due to the
inability of the high resolution schemes to provide an earlier accurate decomposition of the initial disconti-
nuities (singularities) if there is a very strong rarefaction wave. However, we are unable to affirm if this defect
Fig. 11. Example 2.2: Close-up of the velocities calculated by the fifth-order WENO scheme with CFL = 0.9, and 2000, 20,000, and200,000 cells, respectively.
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Fig. 12. Example 2.3: The results obtained by the second-order BGK method with CFL = 0.9 and 500 cells. Left: the density; right: the
velocity.
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Fig. 13. Example 2.1: Close-up of the velocities subject to the initial data UR(x, t0) and calculated by the fifth-order WENO method with
CFL = 0.9 and 800 cells at t0 = 0.001, 0.005, 0.006, 0.007, and 0.010, respectively.
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is caused by the inaccurate decomposition of the rarefaction wave alone or the shock wave alone or both from
the computation. Even if the defect could be caused solely by the inaccurate decomposition of the rarefaction
wave as suspected by one of the referees of this paper, we still do not know how this inaccurate decomposition
finally affects the propagation of the shock wave, leading to the entire lower resolution of numerical results
over a reasonably fine mesh and the inaccurate shock location provided. Furthermore, how to cure this defect
found in this work is still open.
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